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(57) ABSTRACT 
A method and system for automatic bone segmentation and 
landmark detection for joint replacement surgery is disclosed. 
A 3D medical image of at least a target joint region of a patient 
is received. A plurality bone structures are automatically seg 
mented in the target joint region of the 3D medical image and 
a plurality of landmarks associated With a joint replacement 
surgery are automatically detected in the target j oint region of 
the 3D medical image. The boundaries of segmented bone 
structures can then be interactively re?ned based on user 
inputs. 
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METHOD AND SYSTEM FOR BONE 
SEGMENTATION AND LANDMARK 

DETECTION FOR JOINT REPLACEMENT 
SURGERY 

[0001] This application claims the bene?t of US. Provi 
sional Application No. 61/706,958, ?led Sep. 28, 2012, the 
disclosure of Which is herein incorporated by reference. 

BACKGROUND OF THE INVENTION 

[0002] The present invention relates to bone segmentation 
and landmark detection for joint replacement surgery, and 
more particularly, to bone segmentation and landmark detec 
tion in medical image data during a planning stage of joint 
replacement surgery. 
[0003] According to the AmericanAcademy of Orthopedic 
Surgeons, total knee replacement surgery is performed for 
more than 500,000 patients each year in the United States 
alone. This number has been rising in recent decades partly 
due to the aging population, but also due to improved out 
comes of the procedure, streamlined Work?oW, and longevity 
of knee implants, Which have resulted in more patients being 
eligible for the procedure. The goal of total knee replacement 
surgery is to replace a damaged knee joint and as a result, 
alleviate pain, improve mobility, and improve the patient’s 
quality of life. 
[0004] In recent years, the total knee replacement surgery 
Work?oW has improved by introducing personaliZed instru 
ments and patient-speci?c knee implants. Patient-speci?c 
surgery reduces the length of the procedure by eliminating 
several steps (e.g., measurement steps) and minimiZes the 
amount of residual bone during the resection. Patient-speci?c 
total knee replacement procedure is typically performed in 
tWo stages: a planning stage and an intervention stage. In the 
planning stage, a magnetic resonance imaging (MRI) or com 
puted tomography (CT) scan of the patient’s leg is acquired, 
and the physician uses the scan to build a full 3D model of the 
patient’ s leg. The model is combined With patient information 
and surgical preferences to create a patient proposal. The 
proposal is used to manufacture cutting guides and plastic 
blocks speci?c for that patient. These instruments are then 
used to accurately cut the damaged bone and position the 
implant during the intervention stage. 

BRIEF SUMMARY OF THE INVENTION 

[0005] The present invention provides a method and system 
for fully automatic bone segmentation and bone landmark 
detection in medical imaging data for generating a complete 
3D model of a patient’s joint, such as the knee. Such fully 
automatic bone segmentation and landmark detection can 
further streamline the planning stage of joint replacement 
surgery by reducing the time needed to build highly accurate 
3D model of the patient’s joint. 
[0006] In one embodiment, a 3D medical image of at least 
a target joint region of a patient is received. A plurality bone 
structures are automatically segmented in the target joint 
region of the 3D medical image and a plurality of landmarks 
associated With a joint replacement surgery are automatically 
detected in the target joint region of the 3D medical image. 
[0007] These and other advantages of the invention Will be 
apparent to those of ordinary skill in the art by reference to the 
folloWing detailed description and the accompanying draW 
1ngs. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0008] FIG. 1 illustrates a Work?oW of a planning stage for 
total knee replacement surgery according to an embodiment 
of the present invention; 
[0009] FIG. 2 illustrates exemplary challenges in automati 
cally segmenting bones in a knee region of a patient; 
[0010] FIG. 3 illustrates a Work?oW of a softWare applica 
tion for bone segmentation and landmark detection for joint 
replacement surgery planning according to an embodiment of 
the present invention; 
[0011] FIG. 4 illustrates a user interface according to an 
embodiment of the present invention; 
[0012] FIG. 5 illustrates a method for bone segmentation 
and landmark detection for joint replacement surgery accord 
ing to an embodiment of the present invention; 
[0013] FIG. 6 illustrates overlaps in segmented bone struc 
tures; 
[0014] FIG. 7 illustrates examples of spatial constraints 
used in joint segmentation of multiple bone structures; 
[0015] FIG. 8 illustrates exemplary bone segmentation 
re?nement using the smart-editing algorithm; 
[0016] FIG. 9 illustrates exemplary segmentation results 
for the femur, tibia, and ?bula; 
[0017] FIG. 10 shoWs exemplary patella segmentation 
results; 
[0018] FIG. 11 shoWs exemplary landmark detection 
results for total knee replacement surgery planning; 
[0019] FIG. 12 illustrates bone segmentation results using 
independent bone segmentation and joint multi-bone seg 
mentation; 
[0020] FIG. 13 illustrates exemplary bone segmentation 
results visualiZed in a user interface; and 
[0021] FIG. 14 is a high level block diagram ofa computer 
capable of implementing the present invention. 

DETAILED DESCRIPTION 

[0022] The present invention is directed to a method for 
fully automatic bone segmentation and landmark detection in 
medical image data for joint replacement surgery. Embodi 
ments of the present invention are described herein to give a 
visual understanding of the bone segmentation and landmark 
detection method. A digital image is often composed of digi 
tal representations of one or more objects (or shapes). The 
digital representation of an object is often described herein in 
terms of identifying and manipulating the objects. Such 
manipulations are virtual manipulations accomplished in the 
memory or other circuitry/hardware of a computer system. 
Accordingly, is to be understood that embodiments of the 
present invention may be performed Within a computer sys 
tem using data stored Within the computer system. 
[0023] Patient-speci?c joint replacement surgery is per 
formed in tWo stages: a planning stage and an intervention 
stage. FIG. 1 illustrates a Work?oW of a planning stage for 
total knee replacement surgery according to an embodiment 
of the present invention. As illustrated in FIG. 1, in the plan 
ning stage, a 3D medical imaging scan 102, such as a mag 
netic resonance imaging (MRI) scan or a computed tomog 
raphy (CT) scan of the patient’s leg is acquired. According to 
advantageous embodiment of the present invention, bones are 
automatically segmented and bone landmarks are automati 
cally detected (104). For total knee replacement surgery, the 
bones segmented can include the femur, tibia, ?bula, and 
patella, and the landmarks detected can include the medial 
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mo st distal, lateral most distal, lateral posterior condyle point, 
anterior cortex point, medial posterior condyle point, femoral 
head, and ankle center. The segmented bones and detected 
landmarks result in a full 3D model of the knee, Which is used, 
together With patient information and surgical preferences, to 
create a patient proposal for the surgery and design patient 
speci?c instruments, such as cutting guides and plastic 
blocks, for the surgery (106). The patient-speci?c instru 
ments (108) are then manufactured. In the intervention stage, 
the patient-speci?c instruments are used to accurately cut the 
patient’s damaged bone and to position the implant in the 
patient. 
[0024] Embodiments of the present invention provide fully 
automatic bone and landmark detection for generating to 
complete 3D model of the joint in the planning stage for joint 
replacement surgery. Automatic bone segmentation and joint 
replacement is complicated by several challenges. The sever 
ity of the disease affecting the joint, such as osteoporosis, can 
cause deviations of the bone appearance and shape from the 
healthy population. Imaging artifacts caused by shadoWing 
from metal implants can obscure the bone surface boundary. 
Further, at a joint, such as the knee, the bones are touching and 
it is often dif?cult to accurately determine their separation in 
medical images due to similar intensity levels near the touch 
ing regions. FIG. 2 illustrates exemplary challenges in auto 
matically segmenting bones in a knee region of a patient. As 
illustrated in FIG. 2, image 202 shoWs deviations in bone 
appearance due to disease progression, image 204 shoWs 
imaging artifacts caused by shadoWing of metal implants, and 
image 206 shoWs touching bones. 
[0025] Embodiments of the present invention address the 
challenges described above by using a discriminative leam 
ing algorithm that accurately detects the surfaces of the bones 
in a joint region in a medical imaging scan of a patient. The 
discriminative learning algorithm is trained on a large data 
base of annotated medical images, e.g., 3D CT images. By 
using this leaming-based algorithm, the bone segmentation is 
data-driven. This Way, the accuracy is increased by training 
on bone images With regions that are dif?cult to segment, 
such as cases With the challenges shoWn in FIG. 2. In the event 
Where the segmentation is ambiguous and results in an incor 
rect bone boundary, embodiments of the present invention 
provide interactive editing capability to improve the auto 
matic segmentation results. Embodiments of the present 
invention also automatically detect several landmarks in the 
joint region, such as landmarks on the femoral and tibia bones 
for knee replacement, to further aid in the surgical planning 
and block design steps. 
[0026] Embodiments of the present invention can be per 
formed using a softWare application that is implemented by a 
processor of a computer system executing computer program 
instructions that are loaded into memory. FIG. 3 illustrates a 
Work?oW of a softWare application for bone segmentation 
and landmark detection for joint replacement surgery plan 
ning according to an embodiment of the present invention. As 
illustrated in FIG. 3, a preference manager 300 stores and 
loads surgeon preferences and patient information. Surgeon 
preferences and patient information can be input through a 
user interface. User information can include demographic 
information (e.g., age, gender, etc.), information identifying 
to the speci?c joint for the joint replacement surgery (e. g., left 
knee or right knee), and any other relevant information related 
to the patient. The softWare application Work?oW is imple 
mented by a processor executing computer program instruc 
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tions (script) to perform the folloWing operations. Patient 
data, in the form of an MRI or CT DICOM scan, is loaded 
(302), Database-guided landmark detection and bone seg 
mentation is automatically performed (304), and intelligent 
editing of automated segmentation results is performed (306). 
For knee replacement surgery planning, the automatic bone 
segmentation in the patient’s knee image data segments the 
folloWing bones: femur, tibia, ?bula, and patella. The seg 
mentation may include other components such as metal or 
nearby bones to improve accuracy. For knee replacement 
surgery planning, the automatic landmark detection detects 
the folloWing landmarks: femur medial most distal, femur 
lateral most distal, femur lateral posterior condyle point, 
femur anterior cortex point, femur medial posterior condyle 
point, femur lateral epicondyle, femur medial epicondyle, 
femoral head, and ankle center. Other landmarks may be 
detected as Well, such as landmarks on the tibia including the 
lateral tubercle, medial tubercle, medial peak, and lateral 
peak. The intelligent editing provides interactive semi-auto 
matic editing of the segmented data sets. Visualization pipe 
line 310 provides accurate visualiZation of the patient’s 
image dataset, as Well as the segmentation and detection 
results. 

[0027] The architecture of such a softWare application, at a 
high level, can include a front-end user interface and back 
end services. The application can take the MRI or CT DICOM 
scan of patient anatomy (e.g., human knee) as input, and 
generates tWo types: segmented bones in a mesh representa 
tion and detected bone landmarks. In an advantageous imple 
mentation, the segmented bones in the mesh representation 
can be saved as an STL ?le and the detected bone landmarks 
can be saved as a text ?le that identi?es the location of each 
landmark. The application loads user preferences, application 
con?guration, and segmentation and detection models from 
?les stored on a local hard drive (or netWork mapped drive). 
The results of the automated bone segmentation and land 
mark detection can be saved to the same local hard drive (or 
netWork mapped drive). 
[0028] The front-end of the softWare application provides a 
user interface for visualiZation of the bone segmentation and 
landmark detection results, and interaction With the user. FIG. 
4 illustrates a user interface according to an embodiment of 
the present invention. As shoWn in FIG. 4, the user interface 
400 includes a visualiZation area 402, a Work?oW steps area 
404, an anatomy navigator 406, and global buttons 408. The 
visualiZation area 402 is used for rendering bones, metal, 3D 
medical image volumes, and all mesh and landmark related 
manipulations. The visualiZation area includes WindoWs for a 
frontal vieW, lateral vieW, axial vieW, and 3D rendering. The 
Work?oW steps area 404 contains expandable panels With 
functionality related to each Work?oW step (e.g., segmenta 
tion, segmentation editing, landmark detection). The 
anatomy navigator 406 provides a listing of all objects being 
rendered, such as bone meshes, metal meshes, and land 
marks, and alloWs the user to hide each object. The anatomy 
navigator 406 is also used as a bookmark to visualiZe the 
accurate plane of each landmark. The global buttons 408 
alloW a user to change the layout, change betWeen interaction 
modes, such as Zooming, rotating, and panning, and hide the 
volume from rendering. 
[0029] The back-end of the application provides the ser 
vices and algorithms to support the application front-end. 
These services are performed by a processor executing com 
puter program instructions loaded into a memory and include 
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algorithms for automatic bone segmentation and landmark 
detection, algorithms for interactively segmenting metal via 
thresholding, and algorithms for interactive segmentation and 
landmark editing. 
[0030] FIG. 5 illustrates a method for bone segmentation 
and landmark detection for joint replacement surgery accord 
ing to an embodiment of the present invention. The method of 
FIG. 5 transforms medical image data representing a patient’ s 
anatomy to segmented bone structures and detected bone 
landmarks. The method of FIG. 5 is described herein for total 
knee replacement surgery, but the present invention is not 
limited thereto. It is to be understood that the method of FIG. 
5 may be similarly applied for the planning of joint replace 
ment surgery for other joints, such as the pelvis or the shoul 
der. 
[0031] Referring to FIG. 5, at step 502, medical image data 
of a patient is received. The medical image data may be a 3D 
MRI or CT scan of at least a target joint region of the patient. 
The medical image data may be received directly from an 
image acquisition device, such as an MRI or CT scanner. It is 
also possible that the medical image data is received by load 
ing previously stored medical image data of the patient. 
[0032] At step 504, bones are segmented in the target joint 
region of the medical image data. A joint is a location at Which 
multiple bones connect. Each of the bones that connect at the 
target joint is segmented in the medical image data. For knee 
replacement surgery planning, the femur, tibia, ?bula, and 
patella are segmented in the medical image data. 
[0033] In one embodiment, each of the bones can be seg 
mented independently Without considering the locations of 
the other bones. The bone segmentation for each bone pro 
ceeds by ?rst detecting a shape of the bone in a learned 
sub-space. The learned sub-space is trained based on a data 
base of annotated training data. A separate subspace is 
learned for each bone structure to be detected for a particular 
target joint. Given a mean shape, 

2): E Rail, 

and a number (e. g., 3) modes of shape variation, Uj:{uij}i:l”, 
obtained by procrustus analysis of the training data and prin 
cipal component analysis (PCA), a neW shape in the subspace 
can be synthesized as a linear combination of the modes: 

Where T(r, s, t) is a similarity matrix de?ned by rotation r, 
scale s, and translation t parameters. The parameters in the 
shape space, 0Pca:{7t1,7t2, k3}, are estimated from the current 
image data using a discriminative classi?er trained based on 
the training data, and the transformation (r, s, t) is determined 
by estimating the pose in the current image data. The pose 
parameters (r, s, t) and shape space (PCA) parameters 
0Pca:{7tl, k2, k3} align a mesh representing the boundary of 
the bone structure to the current image data. 

[0034] In a possible implementation, pose parameters (r, s, 
t) of the bone structure can be estimated using Marginal Space 
Learning (MSL). MSL-based 3D object detection estimates 
the position, orientation, and scale of the target anatomical 
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structure in the 3D medical image data using a series of 
discriminative classi?ers trained using annotated training 
data. For example, a method for MSL-based heart chamber 
segmentation is described in detail inU.S. Pat. No. 7,916,919, 
issued Mar. 29, 2011, and entitled “System and Method for 
Segmenting Chambers of a Heart in a Three Dimensional 
Image”, Which is incorporated herein by reference. In order to 
e?iciently localiZe an object using MSL, parameter estima 
tion is performed in a series of marginal spaces With increas 
ing dimensionality. Accordingly, the idea of MSL is not to 
learn a classi?er directly in the full similarity transformation 
space, but to incrementally learn classi?ers in the series of 
marginal spaces. As the dimensionality increases, the valid 
space region becomes more restricted by previous marginal 
space classi?ers. Accordingly, instead of searching for all 
parameters simultaneously, MSL decomposes the search 
space into subsequent estimates of 3D searches over position, 
orientation, and scale. That is, the detection of the pose 
parameters is split into three steps: object position estimation, 
position-orientation estimation, and position-orientation 
scale estimation. A separate discriminative classi?er is 
trained based on annotated training data for each of these 
steps. In the position estimation step, a trained position clas 
si?er is used to detect a set of most likely position candidates 
in the current medical image data. In the position-orientation 
estimation step, a trained position-orientation classi?er 
searches number of plausible orientations at each of the posi 
tion candidates to detect a set of most likely position-orien 
tation candidates. In the position-orientation-scale estimation 
step, a trained position-orientation-scale classi?er searches 
number of plausible scales at each of the position-orientation 
candidates to detect a set of most likely position-orientation 
scale candidates. The PCA shape coef?cients 0Pca:{7tl, k2, 
k3} are then detected based on the position-orientation-scale 
candidates using a trained PCA shape coef?cient discrimina 
tive classi?er. In particular, the PCA shape coef?cient dis 
criminative classi?er searches a set of plausible PCA shape 
coef?cients at each of the detected position-orientation-scale 
candidates in order to detect the statistical shape model of the 
target bone structure having the highest probability. For each 
of the discriminative classi?ers (position, position-orienta 
tion, position-orientation-scale, and PCA), a probabilistic 
boosting tree (PBT) classi?er may be trained based on the 
training data. 

[0035] Once the mesh representing the bone structure 
boundary is aligned to the current medical image data by 
estimating the pose parameters (r, s, t) and the shape subspace 
parameters GPCGIQH, k2, k3} the mesh is re?ned. For the 
mesh re?nement, the parameters 0 re the locations of the 
mesh vertices. For each mesh vertex, pi, an adjustment, 
piepi+otini is calculated in direction of the normal, ni. 0t,- is 
obtained using a trained discriminative classi?er: 

Where '5 the search range along the normal. Accordingly, the 
trained discriminative classi?er (e.g., a PET classi?er) 
searches along the normal direction from each mesh vertex 
for a point Within the search range most likely to be on the 
bone structure boundary, and the adjustment moves the mesh 
vertex to the detected point. This adjustment can be inter 
leaved With surface smoothing and updating the normal, 11,. In 
a possible implementation, the mesh re?nement can be per 
formed on a three level mesh hierarchy, Where 132 C R C 130, 
With the coarser levels being detected ?rst. 
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[0036] The segmentation technique described above pro 
cesses each bone independently, Without considering other 
nearby bones. As a result, the bone segmentation can produce 
bone boundaries that are overlapping. FIG. 6 illustrates over 
laps in segmented bone structures. As illustrated in FIG. 6, 
independent segmentation of the femur 602 and the tibia 604 
in a medical image has resulted in segmentation overlaps 606. 
In another embodiment, to solve the problem of overlaps in 
segmented bone structures, a joint segmentation method can 
be used to segment multiple bone structures in a target joint 
region together. In such a joint segmentation method, prior 
spatial constraints can be utiliZed to enforce knoWn spatial 
relationships betWeen the bone structures. FIG. 7 illustrates 
examples of spatial constraints used in joint segmentation of 
multiple bone structures. As illustrated in FIG. 7, a contain 
ment restraint 702 requires that object B must be inside of 
object A. An exclusion constraint 704 requires that object B 
cannot overlap With objectA. Accordingly, such an exclusion 
constraint applied to joint segmentation of multiple bone 
structures can prevent boundaries of the segmented bone 
structures from overlapping. Such a joint segmentation 
method is described in greater detail in Us. patent applica 
tion Ser. No. 13/953,825, ?led Jul. 30, 2013, Which is incor 
porated herein by reference. 

[0037] Returning to FIG. 5, at step 506, landmarks are 
automatically detected in the joint region of the medical 
image data. The landmarks can include anchor points at 
Which the arti?cial joint can be anchored in the joint replace 
ment surgery. In an exemplary embodiment, for knee replace 
ment surgery planning, the folloWing landmarks can be 
detected: femur medial most distal, femur lateral most distal, 
femur lateral posterior condyle point, femur anterior cortex 
point, femur medial posterior condyle point, femur lateral 
epicondyle, femur medial epicondyle, femoral head, and 
ankle center. Other landmarks may be detected as Well, such 
as landmarks on the tibia including the lateral tubercle, 
medial tubercle, medial peak, and lateral peak. The land 
marks are detected used trained discriminative classi?ers 
While exploiting spatial relationships betWeen the landmark 
locations. In particular, a respective landmark detector (dis 
criminative classi?er) can be trained for each of the land 
marks based on annotated training data. For example, a PET 
classi?er can be trained for each landmark. The anatomical 
landmarks can be detected sequentially, such that as land 
marks are detected, the detected landmarks are used to con 
strain the search space for those landmarks not yet detected. 
Since the locations of the multiple landmarks are constrained 
based on the other detected landmarks, the total landmark 
detection time can be minimiZed by optimiZing the landmark 
search strategy. The optimiZed landmark search strategy 
determines the search space for each landmark detector (for 
landmarks that have not yet been detected) based on the 
already detected landmarks, and then selects the landmark 
detector have the smallest search space. The selected land 
mark detector searches its search space and detects the cor 
responding landmark, and the search strategy is then repeated 
for the remaining undetected landmarks until all of the land 
marks have been detected. In an advantageous implementa 
tion, the search spaces of the landmark detectors can be 
constrained by the segmented bone structures as Well. For 
example, an initial search space for each landmark detector, 
prior to detecting a ?rst landmark, can be determined based 
on the segmented bone structures. 
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[0038] The search spaces for the landmark detectors can be 
determined using a statistical model of the bones and land 
marks learned from the training data. The statistical model of 
the bones and landmarks is represented as model netWork, 
such as a discriminative anatomical netWork (DAN). The 
netWork contains learned models for each bone and each 
landmark. The netWork encodes relationships betWeen the 
models and therefore also indirectly encodes the order of 
steps during the automatic segmentation and landmark detec 
tion. 

[0039] At step 508, bone segmentation and landmark detec 
tion results are output. For example, the bone segmentation 
results and the landmark detection results can be output by 
displaying the bone segmentation and landmark detection 
results in a user interface on a display device of a computer 
system. The bone segmentation and landmark detection 
results can also be output by storing the bone segmentation 
results and the landmark detection results on a memory or 
storage of a computer system. For example, the bone segmen 
tation results may be a mesh representation of the bones 
stored as an STL ?le and the landmark detection results may 
be stored as a text ?le listing a location of each landmark in the 
medical image data, 
[0040] At step 510, it is determined Whether the bone seg 
mentation results are accurate. For example, a user input may 
be received indicating that the segmentation results are 
accepted or a user input may be received indicating that the 
segmentation results shouldbe re?ned. In one possible imple 
mentation, a user may be prompted, via the user interface, to 
indicate Whether the segmentation results are accepted or not. 
In another possible implementation, the segmentation results 
may be considered to be accepted unless a user command to 
re?ne the segmentation results is received. If the bone seg 
mentation results are not accurate (e. g., re?nement requested 
by the user), the method proceeds to step 512. If the bone 
segmentation results are accurate (e.g., accepted by the user), 
the method proceeds to step 514. 

[0041] At step 512, the bone segmentation is re?ned. In 
particular, an interactive re?nement method is performed to 
re?ne the bone segmentation based on user inputs. To inter 
actively correct any segmentation errors, a user, via the user 
interface, can place marks (referred to herein as seeds) inside 
or outside the bone structure of interest by using brushes or 
strokes to indicate a feW pixels belonging to the foreground or 
background of the target bone structure. In a manual mode, 
according to a possible implementation, the seeds are used to 
subtract or add regions to the existing segmentation (referred 
to herein as the presegmentation). In a smart-editing mode, 
according to another possible implementation, the seeds are 
used in an optimiZation algorithm to calculate a re?ned seg 
mentation surface. 

[0042] In the smart-editing mode, according to an embodi 
ment of the present invention, the information from the pre 
segmentation, the user’s input, and the image intensity is 
integrated to provide an update of the available segmentation. 
The presegmentation p, determined by the automatic bone 
segmentation of step 504, can be de?ned as: 

1 if v; Was presegmented as foreground (1) 

p‘ _ 0 if v; Was presegmented as background 
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[0043] The re?nement problem may be de?ned as a mini 
miZation of the energy functional: 

With respect to the foreground indicator function x, de?ned on 
vertices of the graph G, Where y,- is a parameter indicating the 
strength of the presegmentation. This energy functional 
encourages the presegmentation as Well as encouraging a 
data-driven smoothness in the form of the ?rst term. It can be 
noted that, With a su?icient large yi, the presegmentation Will 
alWays be returned. However, in an advantageous implemen 
tation, yl. depends on the distance of a particular voxel vi from 
the seeds and is de?ned as: 

Where d(vl-,vj) is the minimum distance from vi to all the seed 
vertices vjeRB. Hence, K is a parameter that indicates the 
overall strength, and o re?ects the domain of in?uence of the 
seeds. In an advantageous implementation, 0 is calculated as: 

Where Vol is the volume of the bone structure of interest to be 
re?ned. The Weights WU- represent the contrast Weighting of 
the graph based on the image intensity values. The Weights Wy 
can be de?ned as: 

where g. represents the gray scale intensity of the image at the 
vertex (voxel) vi. The seeds are incorporated into the mini 
miZation of the energy functional in equation (2) by perform 
ing a constrained minimization With respect to the con 
straints: 

_ 1 if v; CF, (6) 

x"_{0 if WCB. 

[0044] FIG. 8 illustrates exemplary bone segmentation 
re?nement using the smart-editing algorithm. As illustrated 
in FIG. 8, image 800 shoWs bone segmentation results 802 
resulting from the automatic segmentation. Image 810 shoWs 
seeds 812 applied by a user. The seeds 812 are voxels that 
Were incorrectly included as part of the segmented bone struc 
ture. Accordingly, the seeds 812 are used as background seeds 
by the smart-editing algorithm. Image 820 shoWs the re?ned 
segmentation result 822 resulting from re?nement of the seg 
mentation results 802 using the smart-editing algorithm 
based on the seeds 812. 
[0045] In an alternate embodiment, the segmentation 
results canbe re?ned locally in a particular slice or vieW of the 
3D medical image data. In this case, the user can vieW the 
bone segmentation in a certain slice (or mini-slice) and input 
seeds for foreground and/or background pixels in that slice. 
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The foreground seeds are added to the segmented bone struc 
ture and the background seeds are subtracted from the seg 
mented bone structure. A segmentation algorithm (e. g., ran 
dom Walker segmentation) is then run locally on the selected 
slice based on the foreground and background seeds, result 
ing in a local re?nement of the bone segmentation results. 
This alloWs the user to make very accurate re?nements of the 
bone segmentation locally in a selected slice (or mini-slice). 
[0046] Returning to FIG. 5, once the bone segmentation 
results are re?ned at step 512, the method can repeat steps 
506-510 to repeat the automatic landmark detection based on 
the re?ned bone segmentation results, output the re?ned bone 
segmentation results and landmark detection results, and 
determine Whether the re?ned bone segmentation results are 
accurate. 

[0047] At step 514, When it is determined that the bone 
segmentation results are accurate (e.g., a user accepts the 
segmentation results or does not request re?nement of the 
segmentation results), the method ends. The output bone seg 
mentation results and landmark detection results provide an 
accurate 3D model of the patient’s joint region, Which can be 
used to create a personaliZed patient proposal for joint 
replacement surgery in order to manufacture patient-speci?c 
cutting guides and plastic blocks for the joint replacement 
surgery. 

[0048] Although not included in FIG. 5, the automatic bone 
segmentation may also include automatic segmentation of 
metal structures in the target joint area. In an advantageous 
implementation, metal structures are automatically seg 
mented in the medical image data using intensity threshold 
ing. Metal appears very bright in CT images and can therefore 
be accurately differentiated from bone structures and other 
tissue by extracting voxels having an intensity above a certain 
threshold. 

[0049] FIG. 9 illustrates exemplary segmentation results 
for the femur, tibia, and ?bula. As shoWn in FIG. 9, roWs 900 
and 910 shoW femur segmentation results 902, 904, 906, 908, 
912, 914, 916, and 918. RoWs 920 and 930 shoW tibia seg 
mentation results 922, 924, 926, 928, 932, 934, 936, and 938. 
RoWs 940 and 950 shoW ?bula segmentation results 942, 944, 
946, 948, 952, 954, 956, and 958. FIG. 10 shoWs exemplary 
patella segmentation results 1002, 1004, 1006 1008, 1010, 
1012, 1014, and 1016. 
[0050] FIG. 11 shoWs exemplary landmark detection 
results for total knee replacement surgery planning. As illus 
trated in FIG. 11, landmark detection results are shoWn for the 
femur anterior cortex point 1102, femur lateral epicondyle 
1104, femur lateral most distal 1106, femur lateral posterior 
condyle point 1108, femur medial posterior condyle point 
1110, femur medial epicondyle 1112, femur medial most 
distal 1114, ankle center 1116, and femoral head 1118. 

[0051] FIG. 12 illustrates bone segmentation results using 
independent bone segmentation and joint multi-bone seg 
mentation. As illustrated in FIG. 12, images 1200, 1210, and 
1220 shoW segmentations results for the femur and tibia using 
independent bone segmentation and images 1202, 1212, and 
122 shoW the segmentation results for the femur and tibia 
using joint multi-bone segmentation. Images 1230 and 1232 
shoW segmentation results for the tibia and ?bula using inde 
pendent bone segmentation and joint multi-bone segmenta 
tion, respectively. As can be seen in FIG. 12, overlapping 
surfaces are removed and more accurate boundaries are seg 

mented using the joint multi-bone segmentation. 
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[0052] FIG. 13 illustrates exemplary bone segmentation 
results visualiZed in a user interface. As shown in FIG. 13, 
bone segmentation results 1300, 1310, 1320, and 1330 are 
each visualiZed in a user interface, such as the user interface 
400 of FIG. 4, using a lateral vieW, frontal vieW, axial vieW, 
and 3D rendering. 
[0053] The above-described methods for bone segmenta 
tion and automatic landmark detection for joint replacement 
surgery may be implemented on a computer using Well 
knoWn computer processors, memory units, storage devices, 
computer softWare, and other components. A high level block 
diagram of such a computer is illustrated in FIG. 14. Com 
puter 1402 contains a processor 1404 Which controls the 
overall operation of the computer 1402 by executing com 
puter program instructions Which de?ne such operation. The 
computer program instructions may be stored in a storage 
device 1412 (e.g., magnetic disk) and loaded into memory 
1410 When execution of the computer program instructions is 
desired. Thus, the steps of the methods of FIGS. 3 and 5 may 
be de?ned by the computer program instructions stored in the 
memory 1410 and/or storage 1412 and controlled by the 
processor 1404 executing the computer program instructions. 
An image acquisition device 1420, such as a CT or MR 
scanning device, can be connected to the computer 1402 to 
input the 3D images (volumes) to the computer 1402. It is 
possible to implement the image acquisition device 1420 and 
the computer 1402 as one device. It is also possible that the 
image acquisition device 1420 and the computer 1402 com 
municate Wiredly or Wirelessly through a network. The com 
puter 1402 also includes one or more netWork interfaces 1406 
for communicating With other devices via a netWork. The 
computer 1402 also includes other input/output devices 1408 
that enable user interaction With the computer 1402 (e.g., 
display, keyboard, mouse, speakers, buttons, etc.) One skilled 
in the art Will recogniZe that an implementation of an actual 
computer could contain other components as Well, and that 
FIG. 14 is a high level representation of some of the compo 
nents of such a computer for illustrative purposes. 

[0054] The foregoing Detailed Description is to be under 
stood as being in every respect illustrative and exemplary, but 
not restrictive, and the scope of the invention disclosed herein 
is not to be determined from the Detailed Description, but 
rather from the claims as interpreted according to the full 
breadth permitted by the patent laWs. It is to be understood 
that the embodiments shoWn and described herein are only 
illustrative of the principles of the present invention and that 
various modi?cations may be implemented by those skilled 
in the art Without departing from the scope and spirit of the 
invention. Those skilled in the art could implement various 
other feature combinations Without departing from the scope 
and spirit of the invention. 

1. A method for bone segmentation and landmark detection 
for joint replacement surgery, comprising: 

receiving a 3D medical image of at least a target joint 
region of a patient; 

automatically segmenting a plurality bone structures in the 
target joint region of the 3D medical image; and 

automatically detecting a plurality of landmarks associated 
With a j oint replacement surgery in the target joint region 
of the 3D medical image. 

2. The method of claim 1, Wherein the target joint region is 
a knee region. 
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3. The method of claim 2, Wherein automatically segment 
ing a plurality bone structures in the target joint region of the 
3D medical image comprises; 

automatically segmenting a femur, tibia, ?bula, and patella 
in the 3D medical image. 

4. The method of claim 3, Wherein automatically detecting 
a plurality of landmarks associated With a joint replacement 
surgery in the target joint region of the 3D medical image 
comprises: 

automatically detecting a femur medial most distal, femur 
lateral mo st distal, femur lateral posterior condyle point, 
femur anterior cortex point, femur medial posterior 
condyle point, femoral head, and ankle center in the 3D 
medical image. 

5. The method of claim 1, Wherein automatically segment 
ing a plurality bone structures in the target joint region of the 
3D medical image comprises: 

independently segmenting each of the plurality of bone 
structures in the 3D medical image. 

6. The method of claim 1, Wherein automatically segment 
ing a plurality bone structures in the target joint region of the 
3D medical image comprises, for each of the plurality of bone 
structures: 

generating a mesh representing a boundary of the bone 
structure by estimating, in the 3D medical image, a 
shape in a learned shape space for the bone structure; and 

re?ning the mesh using a trained boundary detector. 
7. The method of claim 6, Wherein generating a mesh 

representing a boundary of the bone structure by estimating, 
in the 3D medical image, a shape in a learned shape space for 
the bone structure comprises: 

estimating pose parameters and shape space parameters to 
align the mesh for the bone structure to the 3D medical 
image. 

8. The method of claim 6, Wherein re?ning the mesh using 
a trained boundary detector comprises: 

adjusting each of a plurality of ver‘tices of the mesh in a 
normal direction using the trained boundary detector. 

9. The method of claim 1, Wherein automatically segment 
ing a plurality bone structures in the target joint region of the 
3D medical image comprises: 

jointly segmenting the plurality of bone structures using 
prior spatial constraints to prevent overlaps betWeen the 
plurality of bone structures. 

10. The method of claim 1, Wherein automatically detect 
ing a plurality of landmarks associated With a joint replace 
ment surgery in the target joint region of the 3D medical 
image comprises: 

automatically detecting the plurality of landmarks using 
respective trained landmark detectors, Wherein a search 
space for at least one of the respective trained landmark 
detectors is constrained based on at least one other land 
mark detection result. 

11. The method of claim 10, Wherein a search space for at 
least one of the respective trained landmark detectors is con 
strained based on the segmented bone structures. 

12. The method of claim 1, Wherein automatically detect 
ing a plurality of landmarks associated With a joint replace 
ment surgery in the target joint region of the 3D medical 
image comprises: 

(a) for each undetected one of the plurality of landmarks, 
determining a search space for a corresponding trained 
landmark detector based on at least one detected one of 

the plurality of landmarks; 
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(b) selecting the trained landmark detector having the 
smallest search space; 

(c) detecting, using the selected trained landmark detector 
a corresponding one of the plurality of landmarks Within 
the search space determined for the selected trained 
landmark detector; and 

(d) repeating steps (a)-(c) until no undetected ones of the 
plurality of landmarks remain. 

13. The method of claim 1, further comprising: 
re?ning the segmented bone structures based on user 

inputs. 
14. The method of claim 13, Wherein re?ning the seg 

mented bone structures based on user inputs comprises: 
receiving user inputs corresponding to seed points in the 

segmented bone structures; and 
re?ning the segmented bone structures by minimiZing and 

energy functional based on the automatically segmented 
bone structures, the seed points, and image intensities of 
the 3D medical image. 

15. The method of claim 13, Wherein re?ning the seg 
mented bone structures based on user inputs comprises: 

receiving user inputs corresponding to seed points in a 
selected slice of the segmented bone structures; and 

locally re?ning the segmented bone structures in the 
selected slice based on the received user inputs. 

16. The method of claim 1, further comprising: 
automatically segmenting metal structures in the target 

joint region of the 3D medical image. 
17. An apparatus for bone segmentation and landmark 

detection for joint replacement surgery, comprising: 
means for receiving a 3D medical image of at least a target 

joint region of a patient; 
means for automatically segmenting a plurality bone struc 

tures in the target joint region of the 3D medical image; 
and 

means for automatically detecting a plurality of landmarks 
associated With a joint replacement surgery in the target 
joint region of the 3D medical image. 

18. The apparatus of claim 17, Wherein the target joint 
region is a knee region. 

19. The apparatus of claim 18, Wherein the means for 
automatically segmenting a plurality bone structures in the 
target joint region of the 3D medical image comprises; 

means for automatically segmenting a femur, tibia, ?bula, 
and patella in the 3D medical image. 

20. The apparatus of claim 19, Wherein the means for 
automatically detecting a plurality of landmarks associated 
With a joint replacement surgery in the target joint region of 
the 3D medical image comprises: 

means for automatically detecting a femur medial most 
distal, femur lateral most distal, femur lateral posterior 
condyle point, femur anterior cortex point, femur medial 
posterior condyle point, femoral head, and ankle center 
in the 3D medical image. 

21. The apparatus of claim 17, Wherein the means for 
automatically segmenting a plurality bone structures in the 
target joint region of the 3D medical image comprises: 

means for independently segmenting each of the plurality 
of bone structures in the 3D medical image. 

22. The apparatus of claim 17, Wherein the means for 
automatically segmenting a plurality bone structures in the 
target joint region of the 3D medical image comprises: 
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means for jointly segmenting the plurality of bone struc 
tures using prior spatial constraints to prevent overlaps 
betWeen the plurality of bone structures. 

23. The apparatus of claim 17, further comprising: 
means for re?ning the segmented bone structures based on 

user inputs. 

24. The apparatus of claim 1, further comprising: 
means for automatically segmenting metal structures in the 

target joint region of the 3D medical image. 
25. A non-transitory computer readable medium storing 

computer program instructions for bone segmentation and 
landmark detection for joint replacement surgery, the com 
puter program instructions When executed on a processor, 
cause the processor to perform operations comprising: 

receiving a 3D medical image of at least a target joint 
region of a patient; 

automatically segmenting a plurality bone structures in the 
target joint region of the 3D medical image; and 

automatically detecting a plurality of landmarks associated 
With a joint replacement surgery in the target j oint region 
of the 3D medical image. 

26. The non-transitory computer readable medium of claim 
25, Wherein the target joint region is a knee region. 

27. The non-transitory computer readable medium of claim 
26, Wherein automatically segmenting a plurality bone struc 
tures in the target joint region of the 3D medical image com 
prises; 

automatically segmenting a femur, tibia, ?bula, and patella 
in the 3D medical image. 

28. The non-transitory computer readable medium of claim 
27, Wherein automatically detecting a plurality of landmarks 
associated With a joint replacement surgery in the target joint 
region of the 3D medical image comprises: 

automatically detecting a femur medial most distal, femur 
lateral mo st distal, femur lateral posterior condyle point, 
femur anterior cortex point, femur medial posterior 
condyle point, femoral head, and ankle center in the 3D 
medical image. 

29. The non-transitory computer readable medium of claim 
25, Wherein automatically segmenting a plurality bone struc 
tures in the target joint region of the 3D medical image com 
prises: 

independently segmenting each of the plurality of bone 
structures in the 3D medical image. 

3 0. The non-transitory computer readable medium of claim 
25, Wherein automatically segmenting a plurality bone struc 
tures in the target joint region of the 3D medical image com 
prises: 

jointly segmenting the plurality of bone structures using 
prior spatial constraints to prevent overlaps betWeen the 
plurality of bone structures. 

3 1. The non-transitory computer readable medium of claim 
25, Wherein automatically detecting a plurality of landmarks 
associated With a joint replacement surgery in the target joint 
region of the 3D medical image comprises: 

(a) for each undetected one of the plurality of landmarks, 
determining a search space for a corresponding trained 
landmark detector based on at least one detected one of 

the plurality of landmarks; 
(b) selecting the trained landmark detector having the 

smallest search space; 




